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1 判断题库
1.1 题目列表
1.（___）一般经验告诉我们，对于采用截面数据作样本的经济计量学问题，由于在不同样本点上解释变量以外的其他因素的差异较大，所以随机误差项往往存在异方差性。
2.（___）对于采用时间序列数据作样本的计量经济学问题，由于在不同样本点上解释变量以外的其他因素在时间上的连续性，带来它们对被解释变量的影响的连续性，所以随机误差项往往存在序列相关性。
3.（___）对多元线性回归模型的变量的显著性进行检验时，如果统计量的值（其中表示全部回归系数个数），则接受原假设。
4.（___）估计量和估计值之间的关系类似于函数和函数值之间的关系。从取值性质上来说，我们经常把估计量看成是确定变量，所以才需要研究它的分布。
5.（___）对于一元和多元线性回归模型，在满足基本假设的情况下，普通最小二乘估计量只是一个无偏估计量。
6.（___）对于样本容量问题，一般经验认为，当或者至少时（其中表示全部回归系数个数），才能满足模型估计的基本要求。
7.（___）在实际应用中，我们希望置信度越高越好，置信区间越小越好。缩小置信区间的方法有：增大样本容量；提高模型的拟合优度；提高样本观测值的分散度。
8.（___）利用杜宾检验（DW检验）自回归模型扰动项的自相关性时，杜宾检验可以用于小样本问题。
9.（___）杜宾检验（DW检验）中的DW值在0到4之间，数值越小说明模型随机误差项的自相关度越小，数值越大说明模型随机误差项的自相关度越大。
10.（___）在计量经济模型中，随机扰动项与残差项无区别。
1.2 参考答案
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2.1 题目列表
1.（___）计量经济学模型揭示经济活动中各因素之间的定量关系，用确定性的数学方程加以描述。
2.（___）关于家庭食物支出与家庭总支出的模型（其中代表家庭食物支出，代表家庭总支出），根据经济学理论我们应该预期参数。
3.（___）普通最小二乘法下的样本回归线，一定经过样本均值点。
4.（___）对线性模型随机干扰项的方差进行估计，我们可以采用普通最小二乘法（OLS）和极大似然估计法（ML），分别得到和，它们二者都是参数的无偏估计量。
5.（___）在线性回归模型预测中，给定相同的显著性水平和样本外观测值，那么均值预测的置信区间总是大于个值预测的置信区间。
6.（___）在多元线性回归模型中，为了避免出现完全共线性问题，则要求自变量矩阵是列满秩的，也即任意一列向量都不能由其他列向量线性表达。
7.（___）模型在存在异方差性问题的情况下，常用的普通最小二乘法（OLS）得到的回归参数估计量仍是线性的、无偏的，但不再是最有效的（方差最小的）。
8.（___）使用怀特检验（White Test）方法检验模型是否存在异方差问题，则怀特检验的辅助模型中，可以出现原模型中解释变量、以及二次方或高次方形式，或者原模型中解释变量的交叉项。
9.（___）异方差问题的拉格朗日检验法（LM）和序列自相关的拉格朗日检验法（LM），二者LM统计量都是卡方统计量，且二者的辅助回归模型都是一样的。
10.（___）已知支付方式是一个定性变量，其变量取值为{现金；银行卡；手机支付；其他}，如果要将该定性变量转换为完备互斥的4个虚拟变量，则含有截距项的虚拟变量模型设置中应该引入其中的任意3个虚拟变量。
2.2 参考答案
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3.1 题目列表
1.（___）在实际中，一元回归没什么用，因为因变量的行为不可能仅由一个解释变量来解释。
2.（___）在经济计量分析中，模型参数一旦被估计出来，就可将估计模型直接运用于实际的经济分析。
3.（___）一元线性回归模型与多元线性回归模型的经典线性回归模型假设是完全相同的。
4.（___）线性回归模型一般包括变量线性回归模型和参数线性回归模型，前者意味着因变量与自变量是线性关系。
5.（___）即使经典线性回归模型（CLRM）中的干扰项不服从正态分布，OLS估计量仍然是无偏的。
6.（___）用OLS估计线性回归模型，若可决系数高，则说明纳入模型中的这些解释变量对被解释变量解释能力强。
7.（___）在一元线性回归模型中，对样本回归模型整体的显著性检验与对斜率参数的显著性检验是一致的。
8.（___）多重共线性问题是随机干扰项违背经典线性回归模型假设引起的。
9.（___）模型在存在异方差性问题的情况下，常用的普通最小二乘法（OLS）必定会高估估计量的标准误。
10.（___）把定性变量用虚拟变量表达，并将虚拟变量引入计量经济模型，引入虚拟变量的个数与样本容量大小有关。
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4.1 题目列表
1.（___）计量经济学模型、经济数学模型和数理经济模型在经济研究中具有各自的位置和作用，不能完全等同视之。
2.（___）不属于计量经济模型（其中：为自然数，表示常数，表示资本，表示劳动，和表示参数，表示随机干扰项）。
3.（___）对于一元线性回归模型，普通最小二乘法下的样本回归线不一定会经过点。
4.（___）样本回归模型也可以写成如下的离差形式：。
5.（___）A和B两个同学对同一总体分别进行独立的随机抽样（抽样数都为）。两个同学都构建了同样的线性回归模型，并且采用普通最小二乘法进行参数估计。如果可决系数计算结果发现，则表明B同学得到的参数估计量不是最优线性无偏估计量。
6.（___）对于线性回归模型，如果它满足经典线性回归模型假设（CLRM），且随机干扰项服从如下独立正态同分布： 。那么普通最小二乘法下的参数估计量、、也将服从正态分布。
7.（___）对于多元线性回归模型，在普通最小二乘法下的对模型进行整体显著性F检验，则F检验的原假设，备择假设 都不为0。
8.（___）多重共线性问题可能是一种样本现象，同一个模型在一份样本数据下可能表现出多重共线性，而在另一份样本数据下则可能不存在多重共线性，因此增加样本容量有可能会一定程度上消减多重共线性问题。
9.（___）当回归模型随机干扰项出现异方差性时，仍旧采用普通最小二乘法进行参数估计，则参数估计量必定是有偏的、且不再是有效的（方差最小的）估计量。
10.（___）对于有截距的加法形式的虚拟变量回归模型，如果某个定性变量有三个属性类别，则可以对应地编码设置3个虚拟变量，而且需要将这3个虚拟变量都放到模型中去。
4.2 参考答案
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