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1 案例分析题
1.（共12分，共2小题）对于如下的二元线性回归模型：

现在将对应的样本回归模型（SRM）表达为矩阵形式，并已知普通最小二乘法（OLS）下，回归系数的估计值为：

回归系数的方差协方差矩阵为：

（1）（6分）请你用矩阵符号，写出回归系数向量的理论计算公式。（要求：使用如下的相关矩阵记号，注意加粗）。





（2）（6分）给定 ，t分布的理论查表值为  2.1788。请你根据前述条件，对斜率回归系数分别做出显著性t检验。（要求：基本计算过程，结果保留4位小数，并对检验结论进行简要说明）。








2.（共16分，共4小题）利用某国近8年冰箱销售的季度数据分析冰箱销售的影响因素，A同学设定了如下的虚拟变量模型：
[bookmark: eq-dummy-fridge01]
其中：为冰箱销售数量（单位：千台）；为耐用品支出（单位：亿元）； 表示第一季度，表示其他；表示第二季；表示其他；表示第三季度，表示其他；表示第四季度，表示其他。
样本数据的OLS回归结果如下：
	[image: images/dummy-fridge.png]
图 1: 虚拟变量模型的EViews分析结果




（1）（6分）上述虚拟变量模型（见 式 1 ）中，基础组为哪一季度？根据回归分析报告（见 图 1 ），冰箱的销售量各个季度之间的差异是否显著并简要说明理由？






（2）（2分）若某年第二季度耐用品支出为260亿美元，利用上述回归分析报告（见 图 1 ）计算该季度冰箱的销售量。（要求：结果保留4位小数）。






（3）（4分）在置信水平为95%下，请你计算参数的双侧置信区间。计算中可能用到的查表值：, , 。（要求：写出理论公式，列出主要计算过程，结果保留4位小数。）








（4）（4分）如果B同学重新设定如下虚拟变量回归模型：
[bookmark: eq-dummy-fridge02]
根据虚拟变量的经济学含义，以及 图 1 中的OLS参数估计EViews结果，请你写出上述模型（见 式 2 ）的样本回归函数（SRF）。（要求：写出样本回归方程及系数估计值，不用写出系数的t值和标准差，写出简要计算过程，参数估计值保留4位小数）。






3.（12分）假设某商品的总成本（）和产出（）之间存在如下模型关系：
[bookmark: eq-prod-mod]
样本数据的OLS回归结果如下：
	[image: images/prod-out.png]
图 2: OLS估计的EViews分析结果




（1）（6分）请根据上述回归结果（见 图 2 ），请你指出Durbin-Watson统计量的值是多少？假定主模型（见 式 3 ）存在随机干扰项1阶自相关问题，也即，请你计算出自相关系数的估计值  是多少？进一步地，请你进行Durbin-Watson（德宾-沃森）检验，验证主模型（见 式 3 ）是否存在随机干扰项序列自相关问题？（提示：给定。要求：计算值保留4位小数，给出检验依据，进行简要说明）。







（2）（6分）为了进一步分析主模型（见 式 3 ）是否存在随机干扰项自相关问题，C同学进一步做了如下形式的某种检验，检验结果如下：
	[image: images/prod-LM-test.png]
图 3: 某种检验部分Eviews结果


根据上述报告结果（见 图 3 ），请你指出C同学的检验方法名称具体是什么？你能从上述检验种得出什么检验结论？（ 提示：已知给定显著性水平，理论查表值。要求：写出原假设和主要检验过程，并进行简要说明。）





2 参考答案
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rId21.png
Dependent Variable: FRIG
Included observations: 32

Variable Coefficient Std. Error t-Statistic  Prob.

C 370.1635 183.4686 2.0176 0.0537

Dl 86.0805  65.8433 1.3074 0.2021

D2 328.5780  65.7935 4.9941 0.0000

D3 411.3447  65.6237 6.2682  0.0000

DUR 2.7734 0.6233 4.4497 0.0001
R-squared 0.729881 Mean dependent var 1354.844
Adjusted R-squared 0.689864 S.D. dependent var 235.6719
S.E. of regression ~ 131.2454  Akaike info criterion 12.73462

Sum squared resid  465084.7

Log likelihood -198.7539
F-statistic 18.23901
Prob(F-statistic) 0.000000

Schwarz criterion 12.96364

Hannan-Quinn criter. 12.81053
Durbin-Watson stat  0.566015




rId27.png
Dependent Variable: Y
Included observations: 10

Variable Coefficient

C 166.4667

X 19.93333
R-squared 0.840891

Adjusted R-squared 0.821002
S.E. of regression  27.84451
Sum squared resid  6202.533
Log likelihood -46.34003
F-statistic 42.27997
Prob(F-statistic) 0.000188

Std. Error t-Statistic  Prob.

19.02142 8.751537 0.0000
3.065580 6.502305 0.0002

Mean dependent var 276.1000
S.D. dependent var  65.81363
Akaike info criterion 9.668005
Schwarz criterion ~ 9.728522

Hannan-Quinn criter.9.601618
Durbin-Watson stat 0.715725




rId31.png
F-statistic 19.65896 Prob. F(2,6) 0.0023
Obs*R-squared 8.676020 Prob. Chi-Square(2) 0.0131
Test Equation:
Dependent Variable: RESID
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C 2.014578 10.38155 0.194054 0.8525
X -0.149045 2.041671 -0.073001 0.9442
RESID(-1) 1.769548 0.292688 6.045860 0.0009
RESID(-2) -1.439334 0.367298 -3.918714 0.0078
R-squared 0.867602 Mean dependent var 1.14E-14
Adjusted R-squared 0.801403 S.D. dependent var 26.25205
S.E. of regression 11.69902  Akaike info criterion 8.046062
Sum squared resid 821.2027 Schwarz criterion 8.167096
Log likelihood -36.23031 Hannan-Quinn criter. 7.913288
F-statistic 13.10597 Durbin-Watson stat 2.656806
Prob(F-statistic) 0.004818





