计算题：渔业市场案例
虚拟变量回归模型+约束回归
胡华平
2025-12-22
1 案例分析题
渔业市场案例：一项实证研究某渔业港口城市在工作日中（也即不包括周六和周日）的海鱼产品市场价格问题及其相关影响因素，相关变量的具体定义见 表 1 ：
	表 1: 变量定义及说明
	变量
	定义
	取值

	Lgprice
	对数化价格
	定量变量，对数化价格

	Wd
	工作日
	定性变量，Mon表示周一;Tue表示周二;Wed表示周三;Turs表示周四;Fri表示周五

	Wd1
	周一
	虚拟变量, 1表示周一,0表示其他

	Wd2
	周二
	虚拟变量, 1表示周二,0表示其他

	Wd3
	周三
	虚拟变量, 1表示周三,0表示其他

	Wd4
	周四
	虚拟变量, 1表示周四,0表示其他

	Wd5
	周五
	虚拟变量, 1表示周五,0表示其他

	Wave2
	前两天平均最大浪高
	定量变量，前两天的平均最大浪高

	Wave3
	后三天平均最大浪高
	定量变量，后三天的平均最大浪高

	Time
	时间
	定量变量，将全部天数表达为日期序列





该实证研究共收集了样本数T=97天的数据集，部分数据集见 图 1 ：
	[image: index_files/figure-docx/fig-fish-1.png]
图 1: 渔业市场案例数据集部分示例（总样本数T=97）




A同学构建了 式 1 所示的虚拟变量回归模型：
[bookmark: eq-prm-cs]
B同学构建了 式 2 所示的虚拟变量回归模型：
[bookmark: eq-prm-full]


采用EViews软件进行最小二乘法回归，A模型和B模型的结果分别见 图 2 和 图 3 ：
	[image: images/case-year2023-fall-B-fish-cs.png]
图 2: 受约束模型A的最小二乘回归结果


	[image: images/case-year2023-fall-B-fish-full.png]
图 3: 无约束模型B的最小二乘回归结果




1.（小计10分，共4小题）根据A模型（见 式 1）及其最小二乘法EViews结果（见 图 2），请你依次回答下列问题：
（1）（2分）请你计算出A模型中变量的系数估计标准误，也即图中空白处(a)____的数值。（要求：写出主要计算过程；结果保留6位小数。）




（2）（2分）请你计算出模型A中时间变量的系数t统计量值，也即图中空白处(b)____的数值。（要求：写出主要计算过程；结果保留4位小数。）




（3）（3分）根据EViews结果（见 图 2），并利用上一题（2）的计算结果，请你对模型A中时间变量的的参数进行显著性t检验。（提示：给定显著性水平，t查表值；；。要求：简要写出t检验的主要依据和结论即可。）






（4）（3分）请你计算出A模型的回归误差标准差，也即图中空白处(c)____的数值。（要求：写出主要计算过程；结果保留6位小数。）






2.（小计10分，共3小题）根据A模型（见 式 1 ）及其最小二乘法EViews结果（见 图 2），请你依次回答下列问题。
（1）（2分）虚拟变量回归模型（见 式 1）中，基础组是什么？




（2）（3分）给定某一时期（）为100，且当天为周三，请你计算出该天鱼市对数化价格的预测值是多少？（要求：写出主要计算步骤和过程；计算结果保留4位小数。）






（3）（5分）假设将基础组设定为周一，且上述A模型重新设置为。请你根据受约束模型A的最小二乘回归结果（见 图 2）分别计算得出？（要求：写出主要计算步骤和过程；计算结果保留6位小数。）






3.（小计10分，共3小题）同学C比较感兴趣的一个猜想是：海面越是风大浪急，鱼价就越高，所以两个海浪变量（也即变量）会联合正向影响鱼价。因此，同学C综合研究了受约束模型A（见 式 1）和无约束模型B（见 式 2），请结合EViews回归报告（见 图 2 和 图 3），分别回答如下问题。
（1）（2分）对于C同学的猜想（也即两个海浪变量）会联合正向影响鱼价），请你写出与该猜想等价的线性约束条件。（要求：请用模型B中的参数进行表达。）






（2）（2分）为了对C同学的猜想进行假设检验，请你提出相应的原假设  和备择假设  。






（3）（6分）请你用线性约束检验方法，对同学C的猜想进行检验计算并得出检验结论。给定显著性水平下，F查表值有；。（要求：写出主要计算步骤和过程；计算结果保留2位小数。）












4.（小计10分，共3小题）同学D担心无约束模型B（见 式 2 ）可能存在序列自相关性问题，他将进行相关诊断，并得到如下某种方法的模型矫正结果（见 图 4）。
	[image: images/case-year2023-fall-B-fish-robust.png]
图 4: 对无约束模型B采用某种方法进行矫正的结果




（1）（3分）根据无约束模型B的EViews回归结果（见 图 3），请你采用德斌-沃森检验法（Durbin-Watson）检验是否存在一阶自相关AR(1)，也即。已知在 下的临界值为 。（要求：写出主要结论，并给出判定理由。）






（2）（3分）如果无约束模型B经诊断发现确实存在一阶自相关AR(1)，请你根据德斌-沃森统计量（DW）计算得到自协方差系数估计量。（要求：写出主要计算步骤和过程；计算结果保留4位小数。）






（3）（4分）请根据前述模型矫正结果（见 图 4），请你指出这是哪一种矫正方法？与矫正前相比（对比 图 3）你发现有哪些变化？（要求：请简要给出你的依据。）








2 参考答案
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Dependent Variable: LGPRICE

Method: Least Squares
Date: Time:
Sample: 197
Included observations: 97
Variable Coeflicient Std. Error t-Statistic Prob.
(o] -0.072957  0.115191 -0.633362  0.5281
WD1 -0.010070  (al -0.077848  0.9381
WwD2 -0.008812  0.127307 -0.069222  0.9450
WD3 0.037626 0125696 0299344  0.7654
WD4 0.090559  0.125671 0720606 04730
TIME -0.003991 0.001444  (b)
R-squared 0.085487 Mean dependentvar -0.245690
Adjusted R-squared 0.035239 S.D. dependentvar 0.404572
S.E. ofregression (c). Akaike info criterion 1.052009
Sum squared resid 14.36984 Schwarz criterion 1.211269
Log likelihood -45.02243 Hannan-Quinn criter. 1.116406
F-statistic 1.701308 Durbin-Watson stat 0.546515

Prob(F-statistic) 0142258
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Dependent Variable: LGPRICE

Method: Least Squares
Date: - Time:
Sample: 197
Included observations: 97
Variable Coeflicient Std. Error t-Statistic Prob.
(o] -0.920254  0.189813  -4.848205  0.0000
WD1 -0.018158  0.114069 -0.159184 08739
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WD3 0.050041 0111741 0447828  0.6554
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TIME -0.001157  0.001391 -0.832224 04075
WAVE2 0.090891 0.021754 4178190  0.0001
WAVE3 0.047375  0.020811 2276461 0.0252
R-squared 0.309490 Mean dependentvar -0.245690
Adjusted R-squared 0255180 S.D. dependentvar 0.404572
S.E. ofregression 0.349157  Akaike info criterion 0.812285
Sum squared resid 10.85006 Schwarz criterion 1.024632
Log likelihood -31.39583 Hannan-Quinn criter. 0.898148
F-statistic 5.698606 Durbin-Watson stat 0.745231
Prob(F-statistic) 0.000018
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Dependent Variable: LGPRICE
Method: Least Squares

Date: Time:
Sample: 197

Included observations: 97

HAC standard errors & covariance (Bartlett kernel, Mewey-West fixed

bandwidth = 4.0000)

Variable Coeflicient Std. Error t-Statistic Prob.
(o] -0.920254  0.250926 -3.667429  0.0004
WD1 -0.018158  0.096221 -0.1887TM1 0.8507
WwD2 -0.008533  0.112996 -0.075516  0.9400
WD3 0.050041 0.102008 0490558  0.6249
WD4 0122546  0.071549 1.712751 0.0902
TIME -0.001157  0.001977 -0.585358  0.5598
WAVE2 0.090891 0.023772 3823379  0.0002
WAVE3 0.047375  0.018767 2524408  0.0134
R-squared 0.309490 Mean dependentvar -0.245690
Adjusted R-squared 0255180 S.D. dependentvar 0.404572
S.E. ofregression 0.349157  Akaike info criterion 0.812285
Sum squared resid 10.85006 Schwarz criterion 1.024632
Log likelihood -31.39583 Hannan-Quinn criter. 0.898148
F-statistic 5.698606 Durbin-Watson stat 0.745231
Prob(F-statistic) 0.000018 Wald F-statistic 8.472810

Prob(Wald F-statistic) 0.000000





